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See the project webpage at https://cmsos.github.io/1gf/. References to procedures from LatticeTools
package (https://zhugayevych.me/maple/LatticeTools/) are marked as [procedure name|. Main ideas of
this work have been published in [Zhugayevych25a).

§1. Lattices and their Green’s functions

1.1. Definitions

Graph is a collection of points (enumerable set X) and bonds (subset of symmetrized X?) with finite

coordination number, which is the maximum number of bonds attached to a point (i.e.

simple undirected

finite-dimensional graph). In what follows we consider only connected graphs and denote a graph simply by
the set of its points X. The bonding between points establishes the metrics | - | as the length of the shortest
path between two points: |z — y|. If a graph can be immersed in R? in such a way that the minimum distance
between its points is nonzero and the maximum length of its bonds is finite then the minimum d is called
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dimension of the graph (an example of infinite dimensional graph is a tree). The Euclidean metrics in R? is
denoted by ||x —y||. Lattice is a finite dimensional graph whose all points are equivalent (i.e. for any two points
or bonds there exists graph automorphism transforming them into each other). A lattice is called isotropic if
all its bonds are also equivalent (an example of anisotropic lattice is hcp lattice). A lattice is called primitive
if all its points are translationally equivalent (e.g., sc, tri, fcc, bcc).

Laplace operator on X is defined as

(Af)x: Z (fz_fx) Z Jo — we fa,

z:i|z—z|=1 zi|z—z|=1

where w, is the coordination number of the point . Here and below a sum without limits means the sum over
X and a sum over |z — z| = 1 means the nearest neighbor sum. Lattice Green’s function is a resolvent of the
Laplace operator:

g(s) = (s =)~ (1.1)
It satisfies the equation
SQyx — 5yx = Z (gyz - gym)' (1'2)
z:|lz—z|=1

Because the bonds are undirected g,, = gy.. Note that the inverse Laplace transformation of the lattice Green’s
function, §(t), obeys the equation § = Ag with §(0) = ¢.

From the general theory of Markov chains it follows that the spectrum of the Laplace operator on a graph
is real and lies within the segment [—2wpax, 0], where wy,x = max, w,. Here s = 0 is the eigenvalue with
eigenvector f, = 1 and multiplicity equal to the number of connected components of the graph. Any regular
infinite lattice of equivalent points can be partitioned into a finite number of equivalent sublattices so that each
sublattice has no bonds between its points. Examples: sc and bcc into 2 sc, gra into 2 tri, tri into 3 tri,
fcc into 4 sc, dia into 2 fcc. If p is the minimum number of such sublattices then wop/(1 — p) is the leftmost
eigenvalue with eigenvector f, = exp(i2wk/p), where k = 1,...,p is the index of the sublattice containing the
point z. In particular, the Green’s function of a bipartite lattice is odd or even function of an argument s — wyg
depending on sublattice, namely

ga(s) = (=) gy (=5 — 2wp). (1.3)

At the branch cut Green’s function is defined as follows
9= (s) = g(s £10).
We assume g = g7, then g~ = g. The density of states
pe(0) =~ Sgaa(~0). (1.4)
Lattice bond Green’s function is defined for a pair of directed bonds (x — ') and (y — v') as follows
9(z,a')(yy) = o'y + Gzy — Goy — Ga'y/> (1.5)

that is the special second order difference expression.

1.2. One-dimensional lattice

The case X = Z can be analyzed in details:

gz = goal”l, (1.6)
where
1 q s q
() = - L a =14 -yfs(142) =
(s) Ve(s+4) 21 —¢2 (=) 4 1++/1-¢?



;~ " yContinuum approximation

/
Large-scale
approximation
Path expansion
series 2]
wv
= 2
o >
o =
o e
Recurrence o
. . formula o
with remainder
< |
’———- ___________
/ . ]
P 4 Fourier integral 0-
[ 0 1 2 3 4 5 6 7 8 9
\0__ / Series at singularities  Argument Energy

|— 1D — square cubic triangular |

Figure 1: Methods available for efficient evaluation of
the Green’s function of a lattice with root-free disper- Figure 2: Density of states rescaled by the bandwidth

sion S, (k). for several lattices discussed in the text.
We have four alternative variables: s, ¢, a, and kK = — In . Here are relations between them:
2
4 t
o =14 S [s(143) = VSHAFVEN iy = 9l
2 4 2 t
2 1— 2 1 2
s+2="=a+a ! =2coshk, s= ﬂ, s+4= ﬂ,
q «a a
« 1

a®\’ 1
90 = = (—ané)/, Gz = <_x) ) 291 == ﬁ —1.

“1-a% 2sinhr

At the branch cut

—i 1
go(s) = m = plo) = m (1.7)
and
s —dsin?F i kbt a—e"
2 ’ 2sink’
The propagator
gx(t) = e_2tlx(2t)’ (18)

where [ is the modified Bessel function. It satisfies the following recurrence relations:
§x =Gr-1+ Jat1 — 20z, TGz = t(gx—l - gac—l—l)- (1'9)

Finite and semi-infinite one-dimensional lattices are considered in Section 4.3.

1.3. Fourier transform

Points of a lattice can be enumerated by pairs (§, ), where { = (&1,...,&4) is the coordinate of the unit cell,
which is the translationally invariant piece of the lattice of a minimum size, and @ = 1, v enumerates points
within the unit cell (e.g., for primitive lattices v = 1, for gra and dia lattices v = 2). Coordinates §; € Z for
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infinite lattice and & = 0, ..., L; — 1 for torus. This enables us to use Fourier transform for solving (1.2), which
for a function f, = fg‘ is defined as
fok) = fee, (1.10)
3

where k€ = Z?Zl k;&;. Its inverse for infinite lattice is given by

a 1 " rou —ik&
fo = (QW)d/ﬂf (k)€ dk, (1.11)

here and below we use shortcut notations for d-dimensional integrals over [, 7]%. Generally the most efficient
way to compute Fourier integrals is to approximate it by a finite sum over a regular k-grid with a proper
symmetry [Morgan20]. The simplest grid approximates an infinite lattice by torus:

1 N . 2m(l; + \i)
o= - Ykye T =0 Y =0, L — 1 1.12
f,ﬁ LlLde ()e ’ L'L ) 9 ’ ) ( )

where \; are shifts of the grid. By presenting Green’s function as gy, = g?‘_)‘n, where x = (§,«) and y = (n, 8),
and applying Fourier transform to (1.2) we obtain a set of linear algebraic equations of the order v:

i —sf = Y <efikCgb’v gb’a> (1.13)
¢y l¢Hr—al=1

By solving Eq. (1.13) and using the inverse Fourier transform (1.11) one can get the Green’s function. Since §
is a nondefective matrix
v

. P,u(k‘) Pﬁa —1kf
= g —_— E dk 1.14
’ 15— Sulk) - g ) g§ " (2m)d / 7 (1.14)

where P, are resolution of the identity projectors (of a finite matrix §) and S, (k) are dispersion relation for v
bands (eigenvalues of §). At the branch cut

N 1
pgm(a) = (27T)d

J[ P ws o+ sy e a, (1.15)
Note that S, (k) < 0 for all x and k except for the edge band at k£ = 0 for which S;(0) = 0.

1.4. Primitive lattices

For primitive lattices coordinates x can be identified with &, so that all formulas for £ can be applied to z.
In particular, gys = go,0—y = gz—y since the coordinates are additive: if x and y are lattice sites then x £y are
also lattice sites. Each bond can be associated with a unit vector e/, j =1,...,4, so that wg = 26 with § > d.
We number the bond vectors e/ in such a way that e!,. .., e? are translation vectors, whereas e¢t!, ... €% are

linear combinations of translation vectors with coefficients £1. The band dispersion can be written explicitly:

é
S(k) = —wo + Z coskz = 22 coskel —1). (1.16)
|2|=1 j=1

The additive form of S(k) allows to factorize the propagator. Indeed, let select the k-vectors in such a way
that ke’ = k; for i = 1,...,d. Then

)

g t k H 2t(cos k;—1)—ik;x; H e2t(coske]—1).
J=d+1

For each ke’ we add a fictious coordinate using the identity

™

flkeh) = [ )60 ~ kel ary = 3 @ [ g

’ —T
a:jEZ



Therefore the propagator is fully factorized:

6 1)
Gty =m0t Y foz—zz 2 ] Ly (2t), 2= > el (1.17)

xd+1, LT €L i=1 j=d+1 j=d+1

where eg is ¢-th lattice coordinate of j-th bond vector. Now it is easy to see that

Z 9901 — 21,00 Xd— zd,a:d+1, ,g’ (1.18)

x/cZ—d

where ¢g"° is the Green’s function of the hypercubic lattice. In practice, there might exist a transformation of
k-vectors such that the number of terms in Eq. (1.16) is minimized to minimize the number of summations
in Eq. (1.17), especially for closed packed lattices for which the difference 6 — d is large. Also there might be
reduction to the Green’s function of lattices other than hypercubic.

It is useful to introduce finite difference operators similar to the gradient in R%:

(ajf)x = fa:—i—ej - fxa (8_jf):13 = fx - fa:—ejv Aj = a—jaj’ Dj = 8_j + aj = fm-i—ej - fx—ejv

so that A = > i AJ. We will omit parentheses, writing 97 f, and so on. Some properties of these operators are
described in Appendix 4.1. In this notations bond Green’s function (1.5) can be written as

9(@,x+et)(y,y+el) = aiafjgm_y = 9z—y+ei + 9r—y—el — Gz—y — Gz—y+ei—el = 8j87igy—w'

For a primitive isotropic lattice, the function G(x1,...,%5) = gy e14 . ta4es 15 Symmetric with respect to
permutations of arguments and inversion. The “full symmetry” contain also other elements whose representa-
tion depends on the lattice type and choice of the coordinate system. Four classes of primitive isotropic lattices
are considered here since they fully cover dimensions up to d = 3. The first is the hypercubic lattice Z¢ which
is symmetric with respect to sign inversion at each coordinate independently. The second is body-centered
hypercubic lattice I; which is primitive but is more convenient to describe in cubic coordinates. The 2% nearest
neighbors and the primitive translations are given by

U

d
=N "l 2, sy =41, =€) /2, i=1,...,4 (1.19)

where € are unit vectors of the cubic cell. The third is a face-centered hypercubic lattice corresponding to the
D, root system. It is the sublattice of Z¢ with even |z| so it is more convenient to describe it in the cubic cell.
The 2d(d — 1) nearest neighbors and the primitive translations are given by

el = (ke £))2, 1<i<j<d, e=(+et)/2 i=1,....,d—1, ¢t = (e — (=1)%")/2, (1.20)

where the 4 signs are independent. The fourth is the simplectic honeycomb lattice of the root system A,. It is
the hyperplane Zd+11 x; = 0 of Z4*+!. The d(d + 1) nearest neighbors and the primitive translations are given
by

el =€ -, 1<i#j<d+1, =€ -t i=1,...,d (1.21)

1.5. Continual and large-scale approximations

At large scales Green’s function of any lattice tends to the resolvent of Laplacian in R? which is [gfunRd]

[SI[o8

_ 1 (N l
In particular,

e~ Vsllz|l Ko (Vsllz]) B e~ Vsl
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The inverse Laplace transformation of this function is the propagator of the diffusion equation [propRd]:

§(t,z) = (- [Edl§ , (1.23)
(4rt)d/2 4t
which has maximum at ||z||?> = 2dt. The Fourier transforms have even simpler form:
1

(s, k) = gt k) = e1IHIE,

s+ [1kI*

To approximate a lattice Green’s function by Eq. (1.23), the latter must be properly rescaled:

i v ]
lat - 1 B
9o ) = o ppar exP( ADt )’ (1:24)

where V] is the volume per lattice point and D = wg/(2d) is the diffusion constant (both are unit for hypercubic
lattice).

A more accurate description can be obtained within the large-scale approximation. It is easier to develop
it for propagators and then perform the Laplace transformation of the result. The propagator of Eq. (1.14) is

~pa 1 T a —i
Jeo(t) = W/ﬁpﬁ (k) etSu(R)—IkE g (1.25)

At large t and £ this integral can be calculated by the saddle-point method. For simplicity we consider here
primitive lattices with a generic dispersion, so that

~ —ikx
. dk. 1.26
9a( 271' // ( )

The saddle point of the exponent is at k = —ik, where k = k(t) is a solution of the equations
XS , -
=2 i=1,...,d, where S(k) = S(—ix). (1.27)
aK,Z' t

When the integration path in Eq. (1.26) is shifted by —ix, the integrand has a sharp maximum at zero and
reduced oscillations on the path, so that the integral can be approximated by the Gaussian one:

1 ™ ) ) otS(k)—kz
Ja(t) = ~d // etS(k=ir)—rz—ike g1 ~ =————— (1.28)
(2m) - det 27t S" (k)

where S” is the Hessian. If t — oo, K — 0 and S ( ) ~ k? yielding k ~ x/t thus exactly recovering the

continuum Green’s function (1.24), provided that det ( ) = = V2
The Laplace transformation of Eq. (1.28) can be performed only approximately by quadratic expansion of
the exponent at the integrand’s maximum (a variant of the saddle-point method) yielding:

21 e he

Gz(8) = [ —5 —F—
—S Vdet 2ntS”

where dot means time derivative, argument of S is omitted for clarity, and

with the equation S(k(t)) = s for t, (1.29)

51// -1
=Ty ]Zl liKikj, so that k& = —(75)2x. (1.30)
For small s i1
[E] L (V5 N7 alvs
=" = N~ —— . 1.31
ovs — %5 5 anlel) € 3y

Because of additional approximations made during the Laplace transformation, only the leading term of the
continuum Green’s function (1.22) is reproduced as ||z||/s — oo. Nevertheless, numerical tests show that the
large-scale approximation is accurate even for small z, see Fig. 12.



1.6. Path expansion

The Green’s function of any graph can be calculated using the series

1 o (A+w\" 1 A+w A+uw
= = 1 1 14+... 1.32
9(s) s—i—wTLZO(s—i-w) s+w< +s+w< +s—i—w( * ))>’ (182)

which is convergent for large enough s. Here w is a constant or a function of z. We will assume that w > w,
so that all terms of the series are positive. If w = w, then Eq. (1.32) is the path expansion since A + w in this
case contains only nondiagonal terms. In particular,

e(s) = ——— + .. 1.33
o (S) (5 +wy) . |mzz|:1 (5 + wy)2(s + w,) (1.33)

where t,, = t,, = 1 for undirected bonds of unit strength. If w is a constant then Eq. (1.32) can be written
explicitly as

o0

TOEDY Ny (1) (1.34)

(5 + w)n+1+|x7y\ ’

n=0
where Ny, are integers for an integer w. If w, = w then Ny, (n) is the number of paths of length n + |z — y|

between points x and y.
For a regular lattice, path expansion coefficients can be calculated from the Fourier integral (1.14):

oo NBOé n T V .
g (s)=>_ T i )£+f+| o N{%(n) = (er)d / / > P (k) (w+ Sy (k)T e TR d, (1.35)
n=0 T =1

For many simple lattices, S, and Pg @ are polynomials of e™*-like terms (see e.g. Eq. (1.16)), and therefore by
expansion of Pf Y (w+S #)”/ the multidimensional integral (1.35) can be reduced to a multiple sum of products
of one-dimensional trigonometric integrals which can be calculated using the formula

1 (7 2
/ (2 cos k)*"* cos kx dk = ( n; x> (1.36)
0

™

Evidently the best choice of the parameter w and the k-space basis is to minimize the number of terms in
w + S, (see example of the triangular lattice below). Importantly, the products of one-dimensional integrals
can usually be combined into path expansion coefficients of the lower-dimensional lattices, so that the multiple
sum can be reduced to a single sum using the dimensional recursion (see e.g. Eq. (2.7)).

It is convenient to introduce the variable ¢ and the function
w 1—g¢q

, S=w——, (1.37)
S+ w q

hx(Q) = gx(S(Q))v q=

because under proper choice of w, the path expansion coefficients are positive, the Green’s function h,(q) is
analytic for |¢| < 1, has a singularity at ¢ = 1, and is odd or even function of ¢ for a bipartite lattice. In what
follows we assume that w satisfies the above conditions. Now the series (1.35) can be written as

> N/ (n)
Ba N Bo n+1+|¢| Ba _ ¢

he(a) =) cgma ' Cen = nrivie” (1.38)

n=0

For large n and small S,,, the power function in Eq. (1.35) can be approximated by the exponent (w + Sﬂ)”l ~
w" etSr where t = (n/ 4+ ¢)/w and ¢ is a fitting parameter such that e = 0 corresponds to the upper boundary.
If w > —miny S,(k) then the maximum of S, (k) makes the dominant contribution to the Fourier integral.
However, for some lattices the convenient choice of w might include k-points with w = —miny S,,(k), so that
their contributions should be taken into account too. Therefore,

Ba . 9n ~Ba n+5+|§|
Cen = 7, e (w ’ (1.39)
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where o, accounts for symmetry, e.g. for bipartite lattices if w is half-bandwidth then o9, = 2 and 09,41 = 0.
The fact that all terms of the series (1.38) are positive simplifies estimation of the series remainder

o0
R?%(q) = Z c?%qkﬂﬂﬂ (1.40)
k=n

for both error control and approximations. From Eq. (1.35) we can obtain Fourier integral representation
1 " w+ S, (k)\ " e ke g
R = / / pper) (W OulR)) T e dk 141
Gno(om)d J ) ; i (F) w+ s s —Su(k) (1.41)

but it is unclear how to estimate it. Therefore, we approximate the series coefficients and then sum up the
result. The estimate (1.39) is accurate but gives too complicated series even if the continuum propagator (1.24)
is used. A possible workaround is to approximate the latter by a “summable” function:

_ Vi llz||? w \4/2 w —d/2
lat — 1 _ < - 2
g7 02) = gy P ( 4pt )~V (47TD) (1wt + 240 1] ) (142)

resulting in

Ba _ onV1 ( w )d/2( w 2>7d/2 14
om0 (LN (e il + 5o liel?) (1.3
Now Eq. (1.40) can be summed up explicitly resulting in
RIS (@) ~ RE,(0,2) (1.44)
where ¢ is a parameter and functional form of R® depends on oy,:
i/ w \d/2 d w
Riq.0) = (1p5) e <q, S tlel+ 2dDH€||2> | for o, = 1, (1.45a)
2V1 w \d/2 d 1 w
Rg);%(q,%?) w0 <87T7D) QQnHHél ¢ <q2, 5,71 + B (5 + 1€ + MH§||2)> , for o9, = 2, 09n41 =0,

(1.45b)

where ® is the Lerch transcendent function. According to Eq. (1.42), these approximations are accurate if
w

2
el (1.46)

n+ & >

otherwise they provide only the upper boundary. The best estimate is expected for the value of € corresponding
to the large-n asymptotics of the path expansion coefficients, which we denote by e~,. Then the strict upper
boundary can be obtained with €., < €o. A tight lower boundary in the functional form of Eq. (1.43) is
meaningful only for small £ with some €10y > €00, see Figs. 7 and 8. In a general case, the lower boundary is
zero. Values of the discussed above parameters for some lattices are listed in Table 1

Table 1: Values parameters used in Eqgs. (1.43) and (1.45) for some lattices. The e, is determined by numeric
test for path expansion coeflicients.

Lattice On 1% D e Eup
hypercubic 2/0 1 1 1/2 1/44s6
triangular 1 +/3/2 3/2 1/3 1/3

By taking n = 0 in Eq. (1.45) we obtain the approximation to Green’s function itself:

ha(q) = Ro(q:€), (1.47)

where ¢ should be determined by some fitting procedure. The simplest fitting is by the first path expansion
coeflicient yielding accurate approximation for the Green’s function at origin, see Fig. 3. See other examples
in Fig. 4.
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1.7. Recurrence formulas and series at singularities

The Laplace equation itself cannot provide a platform for recurrent evaluation of the Green’s function in
multiple dimensions. However, there is a hidden space-time symmetry due to the translational invariance
which can provide additional identities enough to derive one-dimensional recurrence relations. For simplicity
we consider primitive lattices but discussed ideas can be applied to any lattice with a root-free dispersion S(k).
By differentiating the Fourier transform of the propagator ﬁ(t, k) = etd (k) with respect to k; and then taking
the inverse Fourier transform, we get d identities for the propagator:

t
- D ZiGers(t) = Galt), i=1,....d, (1.48)

" zl=1

or equivalent identities for the Green’s function and its integral:

1 (e.0)
- Z Zigr+2(8) = —/ gz(s)ds', i=1,....d, (1.49)

U zl=1

where it is assumed that x; # 0. Note that the sum can be written in terms of the bond vectors:

0
> ziferz=) elDif,. (1.50)
j=1

|z[=1

Importantly, the right-hand side of Eq. (1.49) does not depend on 4, so that we have d — 1 identities for the
Green’s function itself: .
— Z Zigz+2(8) = const (i), i=1,...,d. (1.51)
i lz]=1
Combined with the Laplace equation they provide the required recurrence relations at least for lattices with

low enough coordination number. The easiest recursion is to resolve g, plane-by-plane from a given point to
the origin. It requires existence of a plane whose lattice points have no more than d nearest neighbors at
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one side out of the plane. For hypercubic lattices any plane satisfies this condition. For simplectic honeycomb
lattice Ay, including triangular and face-centered cubic lattices, the condition is satisfied by Ay_1 plane which is
(11...1) plane in the coordinate system (1.21). For the body-centered cubic lattice the required plane is (110).
The computing path of such recurrences can be determined iteratively by recursive evaluations or optimized
to achieve a better linear scaling with distance. Usually such a path has two parts: the first is to the nearest
high-symmetry point and then along the high-symmetry direction. The recurrence propagates differences thus
requiring high-precision evaluations at large s. It should be noted that known recurrence schemes in two-
dimensional [Morita71b] and three-dimensional [Joyce02] cases are different from the proposed scheme but can
be derived from it.

Because Eq. (1.51) includes only nearest neighbors, the recurrence basis includes only the origin and its
symmetry-unique neighbors. For primitive isotropic lattices we can write the basis explicitly:

d
gz = Z Pygn, gn= Gelte24.. +ens (1'52)

n=0

where P, are polynomials in s + wq (or 1/q) and g, constitute a “basis”: values of the Green’s function at
the seeding core of the recurrence equation. Here we assume that vectors e’ are chosen in such a way that all
points e! + e + ...+ e are inequivalent by symmetry. The basis size is d + 1 because vectors e, ..., e? taken
with unit coefficients span all points within one unit cell distance from the origin, whereas all other points are
reducible to them by Eq. (1.52).

By differentiating Eq. (1.49) we obtain

1
— > Zighy. = ) (1.53)
Xy
=1

which together with Eq. (1.52) to exclude non-basis functions will produce a set of d + 1 first-order linear
differential equations for g, ..., gq with the coefficients linear in s. This set is equivalent to a d-order linear
differential equation for gy with polynomial coefficients in s or q. The reduced order is caused by the algebraic
relation between go and ¢; (for an isotropic lattice):

wog1 = (s + wp)go — 1. (1.54)

For example, in one dimension we have

s+ 2)gy = 240,
(s +2)g1 = 240 — s(s+4)gh+(5+2)go=0 or q(1—¢*)h)—ho=0.
291 = (S + 2)90 - 17
These equations can be used in particular for performing series expansion at singularities since alternative
approaches are challenging [Joyce03a].

1.8. Evaluation of lattice Green’s functions

Besides the one-dimensional case the evaluation of lattice Green’s functions is nontrivial. Available methods
can be summarized as follows (see also Fig. 1):

e Fourier integrals (1.14) are the most universal since they provide a solution for any lattice at any values of
arguments. However, they are computationally inefficient at singularities and large x, requiring ultrafine
k-grids and use of arbitrary-precision arithmetic for large x, see Table 2. Note that the dimension of the
integral can be reduced if a lower-dimensional Green’s function is known.

e Path expansion (1.34) is very efficient for s > 0 if its coefficients are known. Since all summands are
positive, one can get also the error bar. For the hypercubic lattice the computational bottleneck in Maple
is the evaluation of the Lerch transcendent function providing the estimate of the series remainder.

e [f outward recurrence relations are known, it is enough to calculate the Green’s function at several points
near the origin and then use the recurrence to evaluate its value at other points. It is especially useful
because for all simple 2D and 3D lattices, go(s) can be represented in terms of known special functions.
However, for large x use of arbitrary-precision arithmetic is required to prevent the precision loss.
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e If propagator is known, Laplace integrals (2.3) can be used by they are not efficient for computations.

e Large-scale approximation (up to the continuum approximation (1.22)) is useful for large  but has finite
precision.

Table 2: Benchmarking path expansion series and Fourier integral for evaluation of the Green’s function of
the simple cubic lattice. Here ‘series’” means Eq. (1.34) with the remainder estimated by Eq. (1.45a), ‘sum’
means the series without remainder, and ‘Fourier’ means Eq. (1.14) with half-shifted uniform k-grid. Question
marks denote hardly computable cases. Also, at large distances the remainder Eq. (1.45a) is not precise. Single
precision means relative error below 10~8. The asterisk * indicates insufficiency of double-precision calculations.

Parameters Exact Number of terms
s (z,y,2) precision value series sum Fourier
1 (0,0,0) single 0.170523807 0 40 100
1 (8,6,3) single 2.3-1077 — 70 1000
1 (80,60,30)  single 2.0-107% — 200  10°*
0 (0,0,0) 1% 0.252731010 1 1000 4000
0  (0,0,0) 0.1% 100 ? 4-106
0 (0,0,0) single 100 ? ?

§2. Hypercubic lattice

2.1. General statements

For convenience we will use three different arguments of the Green’s function:

dg  dG  dh

gx(s) = gw(w) = hw(‘])a s+2d=w= 2d/§[7 (S + 2d) ds wa = _qdiq‘

(2.1)
In the literature another function is sometimes used: ngyce (wlovee) = 26, (w) with 2wIo¢ = y. The hypercubic
lattice is primitive, § = d, |z| = |v1| + ... + |z4| [LatDscCD], and ||z|* = 2% + ... + 22 [latDscED2], see also
Fig. 5. The dispersion is S(k) = —2d + 2 ch'l:1 cos k;, and the optimal k-grid is shifted by A = 1/2 allowing to
calculate g at singularities. The propagator is factorized [LatDscp]:

d
Go(t) = e 2" ] L. (2t) (2.2)
i=1
allowing for another integral representation of Green’s function [latDscgI]:
o
go(s) = / e St (2t) ... I, (2t) dt. (2.3)
0

This integral diverges for Rs < 0, therefore another one is used converging for Ss > 0 [latDscgI_alt]:
oo
go(s) =i7172172d / 2Ty (27) ... J,,(27)dr. (2.4)
0

The function G(w) is odd or even according to Eq. (1.3), thus it is sufficient to consider w > 0. It is
analytical function with branch cut [—2d, 2d] and singularities at the points: w = —2d, —2d + 4,...,2d — 4,2d
(or s = —4d,...,—4,0). At infinity it has a simple pole: G(w) = 1/w+2d/w+... In terms of Fourier integrals,
G can be evaluated recurrently in d with the use of the identity

1 v
Gw;xy,...,xq) = / G(w—2coskg;x1,...,x4-1)cos kgxqdky.
T Jo
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Figure 5: Square lattice coordinate system and no- | exact — power —— propagator|
tations. Cartesian vectors corresponding to k; and
ko are shown as blue arrows. Recurrence scheme for Figure 6: Two approximations of path expansion co-
evaluation of g(4 ) is shown by colored bonds. efficients for simple cubic lattice.

As a function of spatial coordinates, g(s;x1,...,z4) is symmetric with respect to any permutation of
arguments and any inversion of their signs, so that it is sufficient to consider the fundamental domain x; >
To =2 ...2x4 =20 [1atDscX]. When summing up the symmetric function over the lattice it is necessary to

know the orbits [1latDsc0] of the symmetry group and their sizes [LatDscONT]. Let us denote the permutation
group by Sy and the symmetry group of the hypercubic lattice by S’,. Orbits of S, can be enumerated by
incomplete ordered partitions of the integer d as follows. For any partition P = {d1,...,dx},d1 > ... > dx >0
the corresponding orbit contains points

0,...,0,3;1,...,xl,...,mk,...,xk s
—— —
dO d1 dk
where dy = d —d; — ... — di and x1,...,x; are distinct nonzero numbers. The stabilizer of this orbit is

Sty ®@...Q Sq, ® S&O, hence the orbit size

d
P| =24 :
| | <d07d1a"'adk‘>

2.2. Path expansion

Here we assume that z; > 0. Coefficients N;(n) = Noz(n) in the series (1.34) can be obtained from Eq. (2.3)
[LatDscN]:

N.(2n) = Zizni::n 2n + |z| N(2n+1)=0 (2.5)
’ n,>0 ni,N1 + T1,...,Nd,Ng + Tq ’ ‘ ’ '

where the expression in the parentheses denote multinomial coefficients. The leading term of the expansion is

|| 1
gz(s) ~ <x1, o ,5Ud> (s + 2d) 1l (2.6)

The sum (2.5) can be evaluated recursively in d [MaassaraniO0]:

2n + |z

Nx(2n) = ZN(zl,,zm)(Qk) (2]{1 ‘ot AT,
k=0

> N(szrl,.‘.,&?d) (271/ - Qk) (27)
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Figure 7: Error in evaluation of the Green’s func- Figure 8: The same as in Fig. 7 but at the lattice
tion of the simple cubic lattice at origin by path point (1,1,1) and with different €y

expansion with different €up1ow — €0 (shown in

parentheses) in the remainder (1.45b).

starting with explicit formulas for d = 1, 2:

n+x 2n+z4+y\/2n+x+y
Nz = (" 57). Ntz = (I (), 2.3
2.3. Recurrence relations and series at s =0
For hypercubic lattice Eq. (1.51) reduces to
1 . . .
—D'g, =const(i), i=1,...,d, (2.9)
i
yielding the recurrence:
d
T
Jat+el = Gup—e! T+ m <(S + 2d)gy — 2 Z gw—ei) : (2.10)
i=1

The expansion coefficients P, in Eq. (1.52) are polynomials in s + 2d of the degree max; |x;| — 1. The same
recursion can be applied to path expansion coefficients yielding

d
Npier(2(n—1)) = Ny_ o1 (2n) + % (Na,(Qn) 2y Nx_ei(2n)) . (2.11)
=1

The recurrence basis of Eq. (1.52) is shown in Fig. 9 in terms of h,(g). To obtain the differential equation
for the basis functions, we combine Eq. (2.9) written for e”

Inter = Gn1 = 9n
with the Laplace equation centered at g,

(s+ Qd)gn = n(gn+e" + gn-1) +2(d — n)gn+1,
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Figure 9: Recurrence basis for the simple cubic lat- simple cubic lattice by two kinds of series near their
tice. The functions are rescaled as hy,(q)/hn(1)/q" . convergence boundary.

where n + e = el + ... + e + 2e". By excluding g, e, we arrive to the set of equations for g, (s)
(s +2d)gp, — 2ngj 1 — 2(d = n)gpi1 = (n = 1)gn (2.12)
or equivalent set for h(q)
hyy = (n/d) qhf_y — (L= n/d)ah; g = (L =n) g thy <= dg™"(¢" "hn) = nhi_y + (d =)y, (2.13)
The determinant of the tridiagonal matrix at b’ is equal to Q(q)/Q(0), where
[(d—1)/2] d

Qo= [[ @~ anda=-— (2.14)
k=0

are singularities of the Green’s function. The set of first-order equations (2.13) can be converted to a single

high-order equation for hg:

- d\" d Q)
> @ (0g:) ml@) =0, Q=@ Qua=di' 354D, Qo= (-1iQ0). @y
n=0

and the rest of @, are polynomials of ¢?> of the same order as . The conversion matrix from deriva-
tives {hj, 6’,...,h(()d)} to set {ho,ha,hs,...,hq} is polynomial in ¢ divided by some power of ¢q. Notice
absence of hj in this set, which relates to hg via Eq. (1.54). Such conversion allows to replace the basis
{90, 9e1, Ger4e2s - s G fezy . eat in Eq. (1.52) by {go, g0, - - ,g(()d_l), 1} which includes only go and its deriva-
tives.

All solutions of Eq. (2.13) can be obtained as series in the variable z = 1 — ¢ or p = /z:

1 for odd d,

(2.16)
In(pg/p) for even d,

¢"ha(q) = An(p®) + Z(p)Bu(p®), Z(p) = p*? {

where A(z) and B(z) are analytic functions for |z| < 1 and py is a free parameter which is convenient to set
to po = 4 for d = 2 and py = 1 otherwise. If we constrain hy by Eq. (1.54), then Eq. (2.13) will have d linear
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asymptotics at ¢ = 0, but that increases the error for  Figure 12: Large-scale approximation for simple cubic
nonzero q. lattice is accurate even for small values of coordinates.

independent solutions: d — 1 regular (B = 0) and one singular (B # 0). The Green’s function (2.16) can now
be written as

d
_ 1
¢ h(0) = 3 Connl0) + Ca ) Bans?) 4 81 (C1 = 51 ). (2.17)
m=1
where regular solutions are labeled as A,,,, with m = 0,...,d—2 and the singular one is labeled as Ay, and By,,,

so that index m enumerates the differential equation basis and n enumerates the recurrence basis. Here A,
are defined as solutions of Eq. (2.13) with A,,0(2) = 2™ + 0(2%72), whereas the singular solution is obtained
under the conditions Bg,(0) = 1 and Agy = 0(2%72). Series for all A,,,(z) and Bg,(z) have rational coefficients
which can be determined recursively using Eq. (2.13). The coefficient at the singular part is given by [Joyce03a]

- 1 d\¥*1 (1 for odd d
O, — _1[%1]<> ’ 2.18
a=(=1) 24T(d/2) \ 2/m  for even d. (2.18)

Coefficients at regular solutions are zero in lower dimensions and nontrivial in higher dimensions, e.g., for d = 3

_ 9ho(1) 3

= ho(1 .
Cr=ho(l), ===+ 6472ho(1)

Technical details are given in Section 4.5. Accuracy of the series is shown in Fig. 10: it is decreasing with
distance from the origin faster than for path expansion series. Details of that inaccuracy are shown in Fig. 11.

2.4. Large-scale approximation

Here we assume that z; > 0. Since the propagator is factorized for the hypercubic lattice, it is sufficient
to consider the one-dimensional case. We have S = 2(coshk — 1), and Eq. (1.27) can be solved explicitly
reproducing the uniform approximation of the Bessel functions:

__exp[2t(coshk — 1 — ksinh k)]

58~ ’
8a(1) vV 27ntcosh k

x
inhk = —. 2.19
sinh k= (2.19)
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For the Green’s function, Eq. (1.29) reduces to [latDscglL]

~1/2 i
sinh? k; . Zi
9z(8) = Qu(s) = 47rt (l | cosh K; - E cosir, ) exp (— ;1 /ﬁ;ixi> , sinhk; = v (2.20)

d
> (\/ + @ - 1) 5 (2.21)

=1

where the equation for ¢ transforms to

»

Note that
Iax; Ti <i< max; &; q max; I;
M

\/ S 4+S / 4+ 2p

where the left equality is reached when all x; are equal and the right equality is reached when all but one x;
are zero. For large s, |z|/t = s+ 2d and e ~ z;/t are large, and () approximates the leading term (2.6):

4 |x||x|+1/2 1

Qa(s) = (2m) = ng Lz +1/2 (s + 2d)t+l=l”

Alternatively, we can approximate the sum (1.34) together with the nested sums (2.5) by an integral and
use Stirling’s formula to approximate factorials:

2m(2n + |z|)
9z(8) ~
8+2d H L4720 (n; + ;)

eS(nna) g, dng,
where
d
S(ni,...,ng) = 2n+|z|) In(2n + |z|) Z ninn; + (n; + ;) In(n; + x;) + (2n; + x;) In(s + 2d)] .
i=1

Now we will use Laplace’s method to evaluate the integral. The extremum of S is reached at n; satisfying the

equation n;(n; + ;) = t~2, where t = 2":2‘;5' (we will use the same notations for integrating variables and the

their values at the extremum). The equation for this ¢ coincides with Eq. (2.21). The Hessian is

028 4 i+ 2 1
)t

= — Oy~ — s h k.
8@8% 2n + ‘1.| Z]ni(ni"’xi d+s/2 ij COS Hz),

so that
d

det (—S”) _ Z : dn;(ni + x;)
=1

2n 4+ x)(2n; + ;)

ﬁ 2n; + x;
—1 nz + xz
and we arrive to Eq. (2.20). The eigenvalues of the Hessian satisfy the equation

a 1
—— =d 2.
; At/2 + cosh k; +s/

We see that at large s the eigenvalues are large: \; ~ —x;/t?, whereas at small s they are small and isotropic:
A & —2s/dt, thus clarifying the limited accuracy of Eq. (2.20) at small s.

2.5. Periodic hypercubic lattice

For periodic lattice dispersion relation is the same as for infinite lattice so that Fourier integrals are simply
replaced by sums:
1 e ke 27l -
gz(8) = = , ki=—— 1;=0,L; — 1.
»(s) Vzk:sqLQZ?l(lcoski) oL o
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Note the evaluation formula

g(s;x1,.. ., 19) = — Ze_ikdwdg(s +2[1 —cosk];x1,...,T4-1)

STy ...y T 27l 27l
:g($’$1’Ld’$d 1)+Ld Z cos< z;d>g(s+2[l—cos;};xl,...,xd_1>

=1
(—=1)%g(s+4;21,...,24-1)

+ Z{Ly is odd} 7
d

If L1 = Ly = ... = L then the mean square displacement

2d  dL* dL? 4
<5x2>:2(x%+...+x?l)gm(s):82+28—2<1+8L>go(s)

_ dx(L —1)(2L—1)  (L?> —1)(L? —15L +11)
= 6o + 360 + O(s).

In the time domain we have the similar to (2.2) expression:

d
t) = e 2 H Ia,,1,(2t),
=1

where
I—1 L;l
1 27l 27l 1 e 2 2tcos 22 2rlx (—1)%e2
I, r(2t) = %exp[2t005<L>1Lx}_L L;e ( T >+I{leodd}L.
2.6. Square lattice
The natural basis is
qK K-1 (2 - K —2E 2 2
hy=—, h=—+ hy=——F——"7— h =—-K = —E(q). 2.22
0 47 1 4 2 4(] , ~where K T (q)’ & T (Q) ( )

At g = 1 Green’s function diverges but the function dg,y = gy — goo is finite. It can be calculated by use of
the same recurrence relations as for g, starting from dgog = 0, dg10 = —1/4, and dg11 = —1/7. In particular,

1 1 1
b= 5z [0 () =0 e 5) ]
The density of states is given by

1 8 —
plo) = —K (‘7(0)) , 0<o<s. (2.23)
Path expansion series are hypergeometric:

h;ry(‘]) =

(q>x+y+1 (x +y)! P <az+y+1 r+y+l v+y+2 x+y+2
- al3

: 1 1 1: g%
4 x!y! 2 b 2 b 2 ) 2 7x+ 7y+ 7x+y+ 7q>

and can be calculated recurrently:

4

Gp = Gp—1

N _ o entaty@n—ttrty)? g\2 (@)l gyeie
_Zan’ nn+z)n+y)(n+z+vy) ()’ a0 xly! (4) '



18 Hypercubic lattice

Symmetry reduction works as follows:

L L L L z—1
D 0 (gay) = (900) +4D 0 (920) +4D 9 () +8Y Y (gay) [1at2sqadd],
z,y=—L =1 =1 =2 y=1
L L L
> o (Algay) =0 (Algoo) +2) @ (Algao) 2D ¢ (Algoy) +4 Z (A'gsy)
z,y=—L z=1 y=1 z,y=1
L—-1 L L—1
S Y (00 %0m) =2 [0 (00 2g00r1) + 0 (~0'0 2grai1)]
r=—Ly=1-L =0
L-1 =z
+4Y D [0 (0'0 2 guy) + 0 (—0'0 Pgmy)] -
r=1y=1

Evaluation of Green’s function at any point can be performed by the alternative recurrence scheme described
in Ref. [Morita71]. Starting from ggg and g;; we calculate the diagonal elements by the relation

4x
2z +1

2¢—1

—lr—1 > 9.
23jJrlg(ﬂf r—1), =

(2¢72 - 1)g(z,z) —

gz +1lz+1) =

Then the rest of the points can be calculated recursively column by column:

9(170) = q_lg(0,0) - 17

and for all the subsequent columns:
g(x + 170) = 4qilg(x7 ) - g(l’ - 1a0) - 29(1’, 1)7

y
g(x+1Ly) =4q¢ 'g(z,y) — gz — 1,y) —g(z,y — 1) —g(z,y +1), y=1,...,2-1,
g(z +1,2) = 2¢ 'g(z,2) — g(z,z — 1).

2.7. Simple cubic lattice

Green’s function of the simple cubic lattice can be expressed in terms of the complete elliptic integrals
multiplied by rational functions of Joyce’s { variable [Joyce02] [lat3sc q2xi,lat3sc xi2q,lat3sc xi2k]:

1—/1—¢2/9 6¢+/(1— €2)(1 — 9¢2
1++/1—¢g2 1—9¢
Formally the Green’s function can be written in terms of K2, £2, and K& with the argument given by k3(¢) in

Eq. (4.7). However, this basis is degenerate at ¢ = 0, therefore we will use their combinations with different
asymptotics at & — 0:

& =

K~l, L=K—-E~8E, Ki=82K—(1-6)(14+36)L~82, Ky=83K—(1—-¢>21-3%)L ~ 164

(2.25)
Now the basis (1.52) for recurrent evaluation of the Green’s function and its derivatives can be written as
[Lat3scB]

b= —(1@_3(915? 30" (2:26)

b = hog) = hqo -3, (2.27)

b = Mo g (17 ;Cg —30) (22?135)53 - (2.28)
bs =0 = ST TG (229
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notations. Cartesian vectors corresponding to k; and
ko are shown as blue arrows. Recurrence scheme for Figure 14: Two approximations of path expansion
evaluation of g(39) is shown by colored bonds. coefficients for triangular lattice.
Representation in terms of Heun G functions regular at ¢ = 0 [Guttmann10] [lat3scho HOJ:
h()—Hg3~1311-22 (2.30)
Oq_q ;474747,27(] .

and at ¢ = 1 [lat3scho Hi]:

2
9131 30— @) 69 35 3
ho(q) = ¢ | Vio(H (=8, ——;= 2 2 11— ) - Yo — 9 g (g 222 22 4.q 2 2.31
O(Q) QI 0() < ) 167454727 ) Q> S ho(l) ) 1 7474727 3 q ( 3)

Value at s = 0 [Joyce02]:

6:\@—1 1_954:4\[2(\/5_1)2’ (1_5)2:§M, (1_5)(1+3g):i@, (2.32)

\/g ) \/g —1 \/g \/g -1
- - B 2 2
o — (V2 \/%)(_\[?/i 1)7 ho = \/6(\/85—’—1)/627@ _ \1/;:27T31F (;4) T <;11> [Llat3scgoO]. (2.33)

§3. Other lattices

3.1. Triangular lattice

The Green’s function of the triangular lattice was derived in Ref. [Horiguchi72]. A convenient coordinate

system is shown in Fig. 13. In notations of Eq. (1.21), we chose the following bond vectors: e! = e!3, €2 = €23,

e3 = €. As common for hexagonal symmetry (and A, root system), each point (x,%) can be represented
by a triple (z1,x2,23) = (z,y,—z — y). In this representation the point symmetry of the lattice coincides
with the symmetry of (z1,z9,z3) with respect to permutations and inversion. In addition, the shortest-path
distance to the origin is given by |z| = max; |z;|, the Euclidean distance ||z||? = 2? + y* + 2y = (3, 27)/2,
Vi =/3/2, and D = 3/2. Alternative coordinate systems include the crystallographic one with b-axis oriented
along (—1,1) direction and the rectangular one either body-centered or with missing sites (gray unit cell in
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Fig. 13). The latter is used in Ref. [Horiguchi72]. Other uncommon notations of Ref. [Horiguchi72] include the
rescaled Green’s function G = 2¢g and its argument ¢ = s/2 4+ 3. The fundamental domain is defined by the
inequality 0 < y < x and is marked by dash line in Fig. 13 as 1/12 of the plane.

For the triangular lattice

S(k) = —6+2cosk; +2cosky+2cosks, ks=ky— k. (3.1)

This band dispersion has three singularities: S(0,0) = 0, S(w,7) = —8, and S(27/3, —27/3) = —9. To compute
“path expansion” coefficients, we substitute ky = kj +ky, ka = 2kj so that k{ 5 are wave-vectors of a rectangular
lattice. In these notations

S = —8+ 4(cos ki + cos k) coskh, kix + koy = Kz + ki (z + 2y). (3.2)

Now by using Eq. (1.36) we obtain

Ny () = LZ/Z] (o) Con i R = S e e . e

with ¢ = 1/(1 + s/8) so that N is not the number of paths.
The Green’s function can be written in terms of the complete elliptic integrals with the argument given by

k3(€) in Eq. (4.7):

VEKK 4 1 1 8 20 1 1 ¢
ho= Y hi=hoo=(——=)ho— = ho=hupn=(—2 - ho+-——— 3.4
0 g MmEhao =g, Ty ) Ehan =g e, Ty )t g o e (34)
where e
o9 _ 1 _ 8 a _ 1 _
£ ~81q 519 q-1_§2, so that \/gk 2atsmallqand£—3forq—1. (3.5)

Density of states is given by

\/EX{/C(l/k:), 0<o<8 (1/3<E<1),
9

plo) = KK(k), 8<o<9 (£>1), b= k(=) (3.6)
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For simplectic honeycomb lattice (1.51) reduces to

d+1 y
— Z DYg, = const(i), i=1,...,d, (3.7)
R
which for d = 2 in the selected above basis simplifies to
(D' = D% gy _ (D*+ D%)g,

- , 3.8
- . (3.8)

By solving this equation with respect to one of D’ we exclude g, .: from the Laplace equation and obtain the
recurrence along one of the two remaining directions as illustrated in Fig. 13. In particular, for the recurrence
along e! we obtain:

($ + y)g(x-l-l,y) = (3 + 6):qu(x,y) - ($ - y)g(:v—l,y) - 2379(3;,3/—1) - (2$ + y)g(x+1,y—1) + Y9(x—1,y+1)- (39)
The propagator can be obtained from Eq. (1.17):

g(:fc,y) (t) = eiﬁt Z Iac-I—z(Qt)Iy—z(zt)Iz(zt)- (3.10)
z2€EZL

3.2. Face-centered cubic lattice

For the site at the origin there are 12 nearest neighbors located at {#e’, e’ £ ¢/} in the unit vectors of the
primitive cell or {i%eZ + %6]} in the unit vectors of the cubic cell. Let choose the cubic cell. Then

ko ks ks k1 kq ko
=—-12+4 — — 44 — — 44 — —. A1
S(k) + 4 cos 5 08 + 4 cos 5 085 + 4 cos 5 C0S (3.11)

The no-integral formula for gy was obtained in [Morita71] and then improved in [Joyce94]:

- 3 2 7 2 _ 1 s 12
9ols) = VI6+ 5 (2VI2 + 5 + /5) LKW} where K= <1 - \/;> CVIE s (2VIZH s +s)
(3.12)

3.3. Diamond lattice

Diamond lattice consists of two fcc lattices: the first one has its origin at (%, %, %) in the cubic cell, and

the second one is symmetric by the inversion. To use the lattice symmetry it is convenient to use the variable
a = s + 4 instead of s. The solution of (1.13) is

. kotks L k3tk L kytka
a 14+e 72 4+e Tz fe Tz
14 eikz';ks 1 eik?’;kl n eik142—k2 a
g9(k) = 5 — o T—— (3.13)
a —4—400570087 —400570057 —400870087
It is easy to see that
11 (a) = aglt*(a® — 16) & [2K<k>r (3.14)
a) =a a® — = — , .
%o % 2Va? — 4+ Va? —16 |7

where

1 8-a? /—— 8 ;5
k2:*+T§L CL2—1 —E CL2—4.

2
3.4. Body-centered cubic lattice
See [Morita71]

S(k) = —8 + 8cos ki cos ko cos ks,
1 2 2 1 -2
go(s) [K(k)} , where k% = 3 (1 —1/1 = (1 + f) > )

:8+s T
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3.5. Anisotropic lattices

For anisotropic hypercubic lattice

d
Jz(t) = 7;1;[16xp [—(ai + Bt + %ln <(;l> xz] I, (2 azﬂit> ,

(2
where o; = Wy, ;40 and fB; = w, ,_.i. Some averages:

(i) = (0 — Bi)t,  (0x7) = (i + Bi)t.

§4. Appendix

4.1. Some properties of finite difference operators

For any function f on Z let us define the following finite difference operators:
(07 fla = fo = fa-1, 07 e = for1 — far (Af)e = fot1 + fo1 = 2fa.
Here are some identities:
0 fa=0" o1, (07 )a=(0" flotr, Af=00"=070"=0"-0".
If the summation is without boundaries then

fo(8+g)x == Zga:(a_f)x» fo(Ag)x = ng(Af)z

But unlikely to the differential operators the finite difference of a product is more complicated:

8i(fg)r = for1 8iga: + gz 8ifx,
9- (f 8+g)m = fx(gm+1 - gac) - fxfl(gz - gx71),
8+(f a_g)x = f$+1(gx+1 - gx) - fx(gz - gacfl)'

For the hypercubic lattice, the function G'(z1,...,2q) = Alg, o1\ 4, ca is symmetric with respect to
change of sign at x; and is fully symmetric for the rest of arguments. The function G'%(z1,...,24) =
818_2933161 +..4az4e¢ has special symmetry for the first two arguments and is fully symmetric for the rest of
arguments, namely:

GY¥(z1,29,...) = =G (—z; — 1,29,...) = =GP (2, 20+ 1,..) = G2 (zo — 1,21 + 1,...),

that matches the symmetry of the function (z1 + 1/2)(xz2 — 1/2).

4.2. Estimates and inequalities for Green’s function for s > 0

For a general graph 0 < gy < g2z < 1/s.
For a primitive isotropic lattice (w = 20)

8et + 2(5 - 1) (gel - g€1+€2) + (gel - 9261) = (90 - gel) .

From (1.34) it follows that g1, .2 > goe1 and by combining this with the above identities we obtain the series
of inequalities

—Al 1
P gor < 0'g < 0'go = —— 9 < 5 Aga <Alga < -0'97g,
1 5—1 1
_alg—2 1, « & 1, <  1\92 A2, — 992 '
0°0 90<890\257 Agel\Q(é 1)8 gel<6(25_1)7 Agel 20 gel<5(25_1)
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4.3. Finite and semi-infinite one-dimensional lattices

For a ring of length L

a of + ol—= . cosh k (JU — %)

1—a?2 1—af — QSinh/@sinh%7

9z x=0,...,L—1. (4.1)

The spectrum is
™
Sn:f4sin2f, n=20,...,L—1,

and s;_, = Sp.

For X =74

Gy = = - 5 (amy\ +ax+y+1) , (4.2)
—

so that
gyl’(t) =e % [Ix—y(zt) + Ix+y+1(2t)] .

For a segment of length L

o OéL

_ |x—y|—L L—|z—y| r+y+1—-L L—-1—-z—y
Jyz = 757 57 (Oé + « + + a
1—a?l1—a?k

he(L—xVvy—1 h ANy + i
_ cos K ( x'y 2.)COS £ (z Ay 2)’ x=0,...,L—1. (4.3)
sinh k sinh kL

For an open segment of length L (particle is absorbed at x = —1 and = L)

Gyo = —— o (Oé\x—y\—L_l + ol Hi-le=yl _ grtytl=L O‘L_l_x_y)
yx 1—a21— a2L+2
_ sinh/-s(L'—x\/.y)siﬂh"i(m\y+ 1)7 x=0,...,L—1. (4.4)
sinh k sinh k(L + 1)
Note that

L-1
_ vt 4 by
D A
=0

4.4. Some properties of complete elliptic integrals

Complete elliptic integrals allows for nontrivial changes of argument via modular transformations as dis-
cussed in [Joyce98] in relation to simple cubic Green’s function. These transformation are performed with use of
the elliptic modulus function k?(q) = (62(0,q)/03(0,¢))* and its inverse, nome function ¢(k?) = exp(—nK'/K),
where prime denote complementary arguments and integrals. All elliptic integrals are rescaled by 2/

2 2
K=K(k)= ;K(kz), E=E(k) = ;E(k) (4.5)
An infinite series of modular transformations is defined by
K K
kn(q) = k(q"), Kn = K(kp),ne N = 2 =pn_—L (4.6)
Kn K1

The case of n = 3 is considered in Ref. [Joyce98] using the parametrization

—_

9 16£ 12 163
T I-90 4393 P (1-93(1+3¢9)]

o (1HEN (13N o (146’ [1-3¢
£ _<1—£> <1+3£> R _<1—5> (1+3£)' (4.8)

k

w

so that
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and

1—¢ 112 ,)\
=oF1 | —=,=;=,k7 ) . 4.9
1+ 36 2141 ( 67 27 37 1) ( )
Then the following identities are valid:
ks 1436 ki 14&1+3¢
— = == k1k ik, =1, ksKs =EkK 4.10
o 51_57 B 1o¢l-3¢ ths +/Kiks =1, k3Ks = ki (4.10)
For £ > 1/3 the following two transformations, ¢; o allows for the analytic continuation of the above formulas:
WO =T BO =6 GH©) =& i=12 nO)=11n(5)=2 (411)
= = - i\li =q, t=1,4 =4 a2l = 5 .
1 143 2 ) 1 1{3 3
The elliptic modulus transforms as follows:
N 1 1  k(€)
k(&) k(&) =1, + =1 << k(-¢ =i , 4.12
ORO=L gt RCe = 12

where £ = t1(€) and k can be k; or k3 here and below. Therefore, t; provides the analytic continuation to
1/3<€6<1 (kK2>1):

. 1 a1 1 _ 1 1
EK(kE+10) =K <k> +ik <k> for any k, K (k(f)) =K (k(—{)) for 3 < £<1, (4.13)
whereas to extends formulas to & > 1 (k:2 < 0):
K(k) = k' (=€) K (k(=€)). (4.14)

4.5. Series at s = 0 for hypercubic lattice: implementation

Using the formulas

d 7 d/2—2
) z Xd, Xd = Z{diseven},

s = (1)

2 z 2
" (" " fal@)) = (n = 1) fo +2(1 — 2) £},
—q"h, = [(n — 1) Ap +2(1 — 2) A, — xa(1 — z)zd/2_2Bn} + Z[(n—1)Bp+2(1 - 2)B, + (d— 2)(1/z — 1)B,] ,

Ay, . - ank k
g - {i

(n—1)A+2(1—-2)A" = i [(n—1—2K)ay, + 2(k + 1)aj1] 2"
k=0

and expanding A and B in series:

[ee)
(1/z—1)B=1by/z+ Z(ka —bg)2z"  (index n is omitted for clarity)
k=0

we obtain recurrence relations for a,; and b,;. For the singular part, there is a secular equation for b,:
dbpo = nbn_1,0 + (d — n)bn+1,0 — bpo = const.

The initial conditions (for the recurrence) b,o = 0, apr = Ogm, k =0,...,d — 2 generate d — 1 regular solutions
Apn with B = 0, whereas the conditions b0 = 1, agp =0, k =0,...,d — 2 give the singular solution Ag,, Ban,-
Note that in odd dimensions A4, = 0 because x4 = 0.

Coefficients Cy, for d > 3 can be determined either from g¢,(0) or g(()n)(O). Also they can be determined
from series of Ref. [Joyce03al:

)
2h0 ZCkU)J + U}J -1 In wjy ZD%@U?’ wy = wJoyce _ d(q_l . 1)
k=0
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Note that
1—¢2 } ; \/E
lnwy=In|d—— == py = —.
! [ q(1+q) 0 V2

Coefficients Di can be calculated by the formula

k,J

(—1)%ag(d) S
D} = (—27r)d/2F(lk€ a3 where 9Fy(1/2,1/2;;2/2)¢ = kzzoai(d)zk.
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